
An Exploratory Study of Topic Importance
in Requirements Elicitation Interviews

Corentin Burnay1,2,3, Ivan J. Jureta1,2,3, and Stéphane Faulkner2,3
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Abstract. Interviewing stakeholders is a common way to elicit information about
requirements of the system-to-be and the conditions in its operating environment.
One difficulty in preparing and doing interviews is how to avoid missing the in-
formation that may be important to understand the requirements and environment
conditions. Some information may remain implicit throughout the interview, if
the interviewed stakeholder does not consider it important, and the business ana-
lyst fails to mention it, or a topic it relates to. We propose the so-called Elicitation
Topic Map (ETM), which is intended to help business analysts prepare elicitation
interviews. ETM is a diagram that shows topics that can be discussed during re-
quirements elicitation interviews, and shows how likely it is that stakeholders tend
to discuss each of the topics spontaneously (as opposed to being explicitly asked
questions on that topic by the business analyst). ETM was produced through a
combination of theoretical and empirical research.
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1 Introduction

Research Context - Requirements Elicitation via Interviews: Requirements Engi-
neering (RE) focuses on the elicitation, modelling, and analysis of requirements and
environment of a system-to-be, in order to produce its specification. Requirements elic-
itation [1–4], only elicitation hereafter, refers to activities done in RE, in order to obtain
information from stakeholders of the system-to-be; the aim is to use this information
to understand conditions in the system’s operating environment, and the stakeholders’
requirements from the system [5].

Elicitation is important, because misunderstanding stakeholders, or in some other
way missing important information, can result in the specification of the wrong system
- one that fails to satisfy requirements, and/or is inconsistent with the conditions in its
operating environment (e.g., it does not comply with applicable legislation). Elicita-
tion often involves communication with stakeholders, through, for example, structured,
semi-structured, or unstructured interviews, workshops, and so on [2, 3]. Hereafter, we
write interviews to refer to any form of direct communication with stakeholders, which
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is done in order to elicit information. Interviews provide invaluable information through
verbal and nonverbal communication.

General Issue - How to Uncover Important Context Defaults during Interviews?
A difficulty when doing interviews, is that the business analyst and stakeholders have
different backgrounds, experiences of existing systems, and expectations from the fu-
ture system. They will come into interviews with different assumptions about the en-
vironment, requirements, and system-to-be. In itself, it is not a problem that different
stakeholders hold different assumptions. It becomes a problem if some of their key as-
sumptions remain implicit in interviews. If, instead of remaining hidden, some of these
assumptions were known, then this could have helped with, for example, requirements
inconsistencies, stakeholder negotiations, or the identification of other requirements.

A more technical way to see this, is to look at it through the notion of non-monotonic
reasoning in artificial intelligence [6–9]: when the business analyst is doing elicitation
interviews, she is asking the stakeholder questions; the stakeholder’s thinking before an-
swering could be - roughly speaking - seen as an inference that the stakeholder makes
on the basis of her defaults (statements that can be rejected when there is new infor-
mation) and her certain knowledge (statements which remain relevant despite of any
new information) [8]; the stakeholder’s answer are the conclusion of her reasoning pro-
cess. If we see things this way, then it can be useful for the requirements engineering
to try to reveal at least some of the stakeholder’s defaults, in order to understand the
requirements better, discuss other requirements, or otherwise.

This is, for RE research, the issue of how to make sure that elicitation interviews
reveal as much as feasible of the defaults that may be important for RE. It is not a
new research issue. Any contribution on how to prepare elicitation interviews, is also
inevitably interested in how to use these interviews to elicit as much as feasible of
the important information for RE [4, 10–13]. An approach to this issue that has not
received attention, consists of trying to understand what domain-independent categories
of information the stakeholders tend to talk spontaneously about during interviews, and
which others tend to remain implicit. The latter group are the defaults mentioned above.

Contributions - Map of Elicitation Interview Topics, and their Relative Impor-
tance: The contributions of this paper are the so-called Elicitation Topic Map (ETM),
a list of topics to discuss in elicitation interviews, and indications of the relative im-
portance of these topics. Topic importance reflects our measure of the stakeholders’
tendency to share spontaneously the information on these topics: a topic is more im-
portant if we observed, in our sample of stakeholders, that they were more willing to
share information about it spontaneously. This does not mean that less important topics
in the ETM are less important for the analysts: it simply means that fewer stakeholders
would spontaneously share information on them; if the analyst needs information on
lower importance topics, she will have to be proactive in finding that information (for
example, the analyst would need to stimulate stakeholders to discuss those topics).

Overview of Research Methodology: The ETM was produced through three phases of
research. It is easier to understand the rationale for them, by starting from the third and
last phase. The goal of the third phase was to evaluate topic importance. This was done
by selecting professionals, all of whom had acted as stakeholders in RE projects, and
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sending each of them the same set of 30 topics. We asked each individual to evaluate,
for each topic, if she would share information on it spontaneously, or only if asked.

In order to have the 30 topics to evaluate, the second phase of research focused
on identifying the topics. They were identified through interviews with business ana-
lysts, coming from five RE and systems engineering projects done in Belgian small and
medium size businesses; projects differed in terms of number of participants (from 15
to 150) and in terms of the system domain (pharmacology, finance, etc.). To prepare
interviews done in the second phase, our first phase consisted of adapting our past re-
search on a generic model of context [14, 15]. Our model of context suggested groups
of topics, without suggesting specific ones.

Organization: This paper is organized as follows. Section 2 introduces basic terminol-
ogy and relates it to standard RE terminology. Sections 3–5 present the three phases
of research. Section 6 presents the raw data and the analysis technique we applied to
it to produce ETM. Section 7 presents hypotheses for future research in RE, that ETM
suggests. Section 8 overviews related work, and Section 9 summarizes our conclusions.

2 Baseline

We start from the observation that there is explicit and implicit information when do-
ing an elicitation interview. Explicit information is that which the stakeholder shared
with the business analyst who did the interview. Implicit information is that which the
stakeholder did not share by the end of the interview. The fact that some information is
explicit or implicit does not matter for its relevance for understanding the requirements
and the environment of the system-to-be. The stakeholder decides what information to
share, and thereby which information will be explicit or implicit.

Stakeholder’s decisions to share undoubtedly depends on many factors, such as the
business analyst’s questions, the stakeholder’s assumptions about the system-to-be and
its environment, her understanding of her role in the systems engineering process, and
so on. The goal of the ETM is to influence primarily the set of questions that the busi-
ness analyst asks, rather than the other factors. We see the elicitation interview as an
exchange of information and questions between stakeholders and business analysts.

Although the number of stakeholders and analysts in an interview will have an in-
fluence on the content and procedure of the interview in practice, they do not influence
the contributions in this paper - the ETM is not designed with a specific interview dura-
tion and number of participants in mind. This exchange can be more or less controlled;
more, for example, if the analyst wishes to proceed in the exact same way with every
stakeholder and in every interview, perhaps through the same list of questions. We see
any interview as a conversation about a set of topics, regardless of how controlled that
conversation is, or the analyst may want it to be.

In this paper, the term Topic designates an entity that different pieces of information
refer to. A topic can be, for example, a time period (talking about the events in March
2013), a physical object (the company’s product packaging), event (merger with another
company), position (CEO), etc. Another key term in this paper is Topic Set, which
refers to a set of Topics that are somehow related. For example, if there is a Topic for
past events, another for current events, and a third for future events, then there can be



An Exploratory Study of Topic Importance in Requirements Elicitation Interviews 183

a Topic Set about time, which includes all the three Topics. It is important to keep in
mind that Topic is not a subclass of Topic Set, and that same Topic can be in more than
one Topic Set. We have also found no universal set of Topic Sets, or of Topics per Topic
Set; we are reporting in this paper those Topics and Topic Sets that proved useful with
regards to the issue we are interested in, namely, providing an ETM and an evaluation
of Topic importance in it.

It is important to understand how the notion of Topic in this paper relates to common
concepts in requirements modelling languages, such as RML [16], ERAE [17, 18],
Telos [19], KAOS [20] or i* [21]. A requirements modelling language suggests concepts
and relations to use, to represent information about requirements, environment, and the
system-to-be. If an elicitation interview results in explicit information about key actors
in the environment, and how they depend on the system-to-be to achieve some specific
goals, then, for example, an i* model can be used to capture these as instances of its
agent, role, and goal concepts, and its dependency relation. In a way, the concepts and
relations of the language can be seen as suggesting Topics to discuss. If the language
is i*, then Topics would be the agents and roles in the environment, the goals of the
agents, and the dependencies between them for achieving these goals. The difference
between Topics, and concepts and relations in requirements modelling languages, is
that a Topic may correspond one to one to a concept or relation, or to more concepts
and relations among those in the language. Our aim in defining the Topics was not
to suggest an ontology for requirements modelling languages. Some languages may
be able to capture the information associated to some Topics more easily than others,
but that discussion is beyond the scope of this paper, and influences in no way the
contributions here.

3 The First Phase: Defining Topic Sets

The purpose of the first phase of our research was to define Topic Sets. To do so, we
started from the idea that all elicitation interviews can be said to be context-specific.
This means that an interview is specific to a time, place, project, analyst doing the in-
terview, stakeholder being interviewed, and so on. In other words, to say that elicitation
is context-specific, is simply to say that no two elicitation interviews are alike.

The useful conclusion to draw here, from the observation that elicitation is context-
specific, is that context influences the answers that stakeholders give. Therefore, if we
keep the same analyst who interviews, the same stakeholder who is being interviewed,
and the same questions, and change something else in the context (such as interview
location, time, and so on), then we may get different explicit information from the
interview. Notice that we are careful to say that we actually do not know if a change to
context would in fact change the information that the stakeholder chooses to share.

Consequently, phase one involved two tasks: (i) identify Context Dimensions, that is,
groups of variables which characterize the context, so that if they change, then we say
that context changed from an old context to a new context; (ii) determine, through exper-
iment, which of the Context Dimensions influence people’s decision-making: namely,
given some Context Dimensions, we want to identify those that have the following
property: The same individual, when facing the problem in the old context would solve
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it in one way, and when in the new context, would solve it in another way. We reported
elsewhere our work on the two tasks above [14, 15].

To identify Context Dimensions, we drew on conceptualizations of context in philos-
ophy [22, 23], artificial intelligence [24] and computer science. In computer science, for
instance, fields like ubiquitous computing and context-awareness are particularly inter-
ested in the notion of context, and, so to speak, what context is made of (see [25, 26] for
surveys). This interest has lead to some operational definitions of context (e.g., [27]).
These definitions decompose context into a series of dimensions. We identified six of
these Context Dimensions in our past work, and use them in this paper as Topic Sets,
with each Context Dimension being a Topic Set. They are the following:

– Items deal with salient entities inside the context, e.g., a person, an object, etc.
– Rules deal with constraints in the context, e.g., laws, targets, habits, etc.
– Localizations deal with the position of the context in space and time;
– Activities deal with the set of objectives of Items, e.g., intentions, desire, etc.
– Relationships deal with the connections / links between Items and/or Rules.
– Granularities deal with the nature, quantity and level of any additional piece of

information that is provided about things occurring in the context.

4 The Second Phase: Identifying Topics for Topic Sets

The output of phase one are a list of six Topic Sets. While interesting on their own, the
Topic Sets are not very useful for elicitation, as they are too general. Asking questions
about items, rules, localization, and so on, still are much too generic recommendations
on what to discuss during interviews.

To identify Topics for Topic Sets, we selected business analysts, and did interviews
with them. The aim in the interviews, was to discuss the Topic Sets, their perception of
the relevance of Topic Sets, and to identify Topics that they would have, or actually had
discussed with stakeholders. The resulting Topics are given in Table 2. The rest of this
section describes how we found these Topics.

Participants: We had access to five systems engineering or reengineering projects,
which involved professional business analysts. Projects took place at small and medium
sized companies (up to 250 employees) located in Belgium and Luxembourg. When we
did our study, all projects had ended in the 12 months that preceded our study. We
interviewed the business analysts involved in these projects. The interviews took place
at the respective companies that employed these individuals. In addition, we had access
to requirements documentation produced for the projects. We chose projects so as to
cover different domains and project sizes. Names of systems engineering buyers and
providers remain anonymous in this paper. This was a condition to satisfy in order to
gain access to project documentation and the people involved. Table 1 gives an overview
of project characteristics.

Procedure: The research in this stage was interpretative. As suggested in [28], it was
mostly based on interviews and project documentation. The interviews were semi-
structured, in that the goal in each interview was to discuss all Topic Sets identified
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Table 1. Summary of project characteristics

Name # Stakeholder Industry Description
PP 60 Pharmacology Reporting system for customers’ feedback
FD 15 Finance Implementation of a CRM system
ML 20 Accounting Automation of accounting dashboards
AP 90 Communication Design of a BI system
BD 100 ICT Scheduling tool for human resources

in phase one. At any time during an interview, subjects were free to mention any as-
pect outside the scope of the Topic Sets, or challenge the Topic Sets. The process was
iterative: we analyzed documents generated during the project, and asked questions to
analysts, when some aspects emphasized during the interviews did not correspond to
observations in the documentation. Such iterations happened up to three times (three
interviews and documentation analyses, for each analyst). An interview typically in-
volved three parts, each dealing with particular types of questions:

– Overall discussion with direct references to Topic Sets, e.g., “Do you think it is
relevant to discuss Rules during an interview with a stakeholder?”;

– Specific discussion about what Topics might be in each Topic Set, e.g., “What as-
pects related to Rules would you want to elicit?” or “Do you consider culture of the
company is a relevant aspect to be discussed with stakeholders when you want to
collect information about Rules”;

– Concluding discussion with broader questions such as, e.g., “Do you see other as-
pects that we did not mention during this interview?”.

Results: The result of phase two is a list of 30 Topics, organized by Topic Set. They are
shown in Table 2. The limit of 30 Topics was decided taking into account the largest set
of Topics on which we could work and for which methodological concerns (in terms
of validity, data collection and treatment) remained manageable. Hereafter, we refer
to these Topics by mentioning the identifier they have in Table 2. For example, if we
write I2, we are referring to the Topic of Objects that could be related to the system, as
shown in Table 2. Some of the Topics identified during interviews have been removed
from the final list, e.g., “Important financial ratios” has been identified as a Topic in
the ML project (see table 1), but was rejected because it dealt with aspects that are
only relevant in the scope of an accounting reporting system. Similarly, “Assignments
from management team about ergonomics” has been rejected because too precise, and
partially redundant with R4.

5 Third Phase: Evaluating Topic importance

The goal of phase three was to evaluate if system stakeholders would share sponta-
neously or not the information about the Topics identified in phase two.

Our premise is that if our data suggests that stakeholders tend to spontaneously share
information about a Topic, then that topic is likely to produce explicit information in
elicitation interviews. If data suggests that stakeholders do not tend to spontaneously
share information about a Topic, then this information will remain implicit in elicitation
interviews, unless the business analyst asks the stakeholders about it. The rest of this
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Table 2. A list of Topics, by Topic Sets

Item

I1. Actors who are going to use the system

Localization

L1. Place where the system will be used
I2. Objects that could be wired to the IS L2. Repetitive trends in the firm
I3. Other systems that are in use in the firm L3. Frequency of recurring events in the firm
I4. Inputs and outputs expected of the system L4. Recurring events in the firm
I5. Units/structure that compose the firm L5. History and evolution of the firm

Activity

A1. Core business of the firm

Connection

C1. Type of relations between colleagues
A2. Reason why the company needs the IS C2. Power of agents who are going to use the IS

e A3. Purpose of the IS, what it is going to do C3. IS criticality for people of the firm
A4. Goals assigned to you and the colleagues C4. Strength of relationships between colleagues
A5. Vision and strategy of the firm C5. Connection between Requester and Provider

Rule

R1. Laws or regulations applying to the firm

Granularity

G1. Atmosphere in the company
R2. Norms/guidelines/standards in the firm G2. Legal or financial status of the firm
R3. Habits, traditions or culture of the firm G3. Relevant monitoring metrics of the firm
R4. Recommendations from the management G4. Synergies inside the firm
R5. Best practices that apply to the firm G5. Special facts about the firm

section describes how we collected the data. Section 6 discusses the conclusions that
can be drawn from that data, and presents the ETM.

Participants: Participants in phase three are 40 people. Data were initially collected
from 51 people, but we rejected answers from those with no experience as stakeholders
of IT project. The target group for the survey was defined by randomly selecting people
from the alumni’s network of the University of Namur. Stakeholders from companies
described in Table 1 were also invited to take part in the survey.

Procedure: Data collection took the form of an online survey. Subjects were asked
to recall the last project in which they were involved as stakeholders who had been
interviewed by business analyses. More precisely, subjects were asked to remember
the beginning of the project, when they first got interviewed by a business analyst or
equivalent (hereafter BA). Two series of questions were then submitted to subjects. A
first series was interested in the Topics themselves. Questions took the following form:
“During an interview with the business analyst, would you mention X” where X is to
be replaced by one Topic, e.g., the first question of the series takes X= “actors that are
going to use the system-to-be (e.g., employees, customers, suppliers, other companies,
...)”. Subjects were asked, for each possible X in Topics listed in Table 2, whether they
would discuss it with the BA. For each question, the subject had the choice between:

– “A: I would discuss this aspect even if not asked by the BA”
– “B: I would discuss this aspect only if I was asked to do so by the BA”

We interpret A as suggesting that the subject would spontaneously share information
on the Topic. We interpret B as suggesting that the information on the Topic would re-
main implicit, unless the BA asks questions about it. We acknowledge that there could
have been more alternatives, e.g., “C: I would be reluctant to discuss this aspect even
if asked by the BA”. Yet, given the exploratory orientation of this study, we decided to
stick to a binary scale. This enables to stay consistent with our initial explicit/implicit
distinction [14] and keep simple and easily interpretable results. We refer to the result-
ing set of answers as Topic evaluation.

In the second part of the questionnaire, subjects were asked to evaluate how fre-
quently, in their own experience, the Topic Sets are discussed with BAs during inter-
views. In this second section, no Topics are mentioned, and subjects are asked to answer,



An Exploratory Study of Topic Importance in Requirements Elicitation Interviews 187

Table 3. Result of our Quantitative Study

(a) Topics Evaluations

I1 I2 I3 I4 I5 R1 R2 R3 R4 R5 L1 L2 L3 L4 L5
A 36 23 24 32 19 12 21 15 21 23 26 9 18 19 5
B 4 17 16 8 21 28 19 25 19 17 14 31 22 21 35

A1 A2 A3 A4 A5 C1 C2 C3 C4 C5 G1 G2 G3 G4 G5
A 36 38 35 19 13 7 25 25 8 6 6 5 16 17 4
B 4 2 5 21 27 33 15 15 32 34 34 35 24 23 36

(b) Topic Sets Evaluations

I R L A C G
Never 0 1 2 1 1 9
Very Rarely 2 3 3 0 3 7
Rarely 1 8 5 5 7 8
Occasionally 9 20 16 13 20 12
Very Frequently 26 7 13 18 8 3
Always 2 1 1 3 1 1

considering the Topic Groups from a general point of view. Given our objective to mea-
sure frequency, a six-level Likert scale of frequency was proposed to subjects: “Never”,
“Very Rarely”, “Rarely”, “Occasionally”, “Very Frequently” or “Always”. We choose a
scale with more than two levels (unlike Topic evaluations) because Topic Sets are more
generic and thereby less concrete to the stakeholders. We refer to the resulting set of
answers as Topic Sets evaluation.

Results: The collected data are summarized in Table 3a for Topics evaluations, and
Table 3b for Topic Sets evaluations. Results are presented under the form of contingency
tables, given that all the variables that we used in our survey are categorical. Numbers
reported in the tables are occurrences, e.g., from Table 3a, we learn that I1 has been
evaluated as being explicit by 36 of our stakeholders (Answer A), while 4 of them
evaluated that same Topic as being implicit (answer B). Heads of the columns are the
identifiers from Table 2. We use hereafter the notation CT=X * Y to define a contingency
table formed by the crossing of the dimension X by the dimension Y. For instance, the
contingency table presented in Table 3a would be noted CT= Topic evaluations*Topics,
while the one in Table 3b would be described by CT= Set evaluations*Sets.

6 Data Analysis and the Elicitation Topic Map

We applied Correspondence Analysis (CA) to the data collected in phase three. CA is
conceptually similar to Principal Component Analysis: it aims to summarize within two
or three dimensions most of the variance of a data set. CA is particularly useful in the
scope of our study because it provides a graphical representation for the contingency
tables we built from collected answers. Such displays are convenient for identifying
patterns in data. CAs were performed with the R package FactoMineR [29]. This sec-
tion describes the CAs we performed to analyze our data. Next section presents some
hypotheses we draw from these analyses in combination with previous qualitative study.

6.1 Analysis of Topics: The Elicitation Topic Map

The most significant output from our quantitative study is the ETM. ETM is obtained
from a CA performed on the data presented in Table 3a, i.e. with CT= Topic evalua-
tions*Topics. Result of the CA is presented in Figure 1. The graph shows the distances
between Topics, and distances between Topics and some Points of Interest (bold text).
Points of Interest (PIs) can be seen as the representation, on the diagram, of stakehold-
ers’ behaviour regarding the sharing of information: one point represents spontaneous
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Fig. 1. The Elicitation Topic Map (ETM)

sharing (the label Explicit in Figure 1), another one (Implicit in Figure 1) the tendency
not to spontaneously share the information on the topic.

Read the graph as follows: the closer a Topic is to a PI, the more it is associated by
our stakeholders to the related sharing behaviour. For instance, L1 can be considered
to be an explicit Topic, because it is relatively close to the Explicit PI. Yet, it is less
explicit than A1 or A2, because the latter are at a larger distance from Implicit PI.

ETM is helpful during elicitation in that it provides indications about the risk of
omissions of certain Topics. For example, observe that A5, and A4 to a lesser extent, are
closer to the Implicit PI, i.e. they are associated to implicit sharing behaviour. This does
not mean that they are not relevant to RE, e.g., understanding the strategy and vision of
the company may be critical to make appropriate specification design decisions. How-
ever, it means that stakeholders are likely not to mention these Topics spontaneously
during interviews. Consequently, the BA might decide to prepare her interview with
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questions that focus specifically on understanding the vision, strategy, and targets of the
business. It also suggests that it may be useful to the BA to prepare for these interviews
by researching the vision, strategy, and targets that the business had already publicly
announced in press releases, annual reports, and such.

6.2 Analysis of Topic Sets

Rather than working on Topic evaluations, we now look at the data on Topic Sets eval-
uations; that data is Table 3b. The mechanisms for presenting and reading the CAs stay
the same as for the preceding section: axes are abstract dimensions built to represent
the variance within our data set, and are interpreted in the next paragraph.

Figure 2a presents the CA on Table 3b, with CT= Set evaluations*Sets. We observe
that Activities and Items topics are very close to the Always and Very frequently PIs.
This is interpreted as the fact that our stakeholders tend to spontaneously share informa-
tion on Topics in these Topic Sets. In sharp contrast, Granularity is close to Very Rarely
and Never answers, thereby suggesting implicit behaviour. Connections, Localization,
and to a lesser extent Rules are associated with Occasionally and Rarely answers. Fig-
ure 2 can be used in the same way as the ETM. It provides BAs with indications about
the expected sharing behaviour of stakeholders toward the Topic Sets, e.g., Figure 2a
suggests that it may require more effort to elicit Localizations than Items.
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Fig. 2. Correspondance Analysis on Topic Sets Evaluations

6.3 Analysis of Experience and Profile

We now focus on the analysis of Experience (i.e. the number of projects in which the
stakeholder has been involved) and Profile (i.e. the position that the stakeholder was
holding in most of these projects). These two characteristics are studied because they
are easily identifiable by BAs at the beginning of an interview. Again, the mechanisms
for presenting and reading the CAs stay the same as for the ETM section. Our aim here
is not to provide a detailed discussion of such characteristics, but rather to illustrate
their potential impact. Further research could however go on the investigation of other
stakeholders’ characteristics that influence sharing of Topics and Topic Sets.
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Experience: A CA for the experience of the stakeholder is presented in Figure 2b,
and is computed from CT=Experience*Sets Evaluations. In our survey, we use three
different levels: people who participated from 1 to 3 projects, from 4 to 10 projects,
and finally those with more than 10 projects. The analysis suggests that experienced
stakeholders are associated with Very Frequently to Always answers. This suggests an
explicit sharing behaviour about Topics. Stakeholders with smaller experience selected
more Very Rarely and Never answers, while stakeholders which took part to 4 to 10
projects favour the Occasionally answer.

Profile: A CA for the profile of the stakeholder is presented in Figure 2c. It is com-
puted from CT=Profile*Sets Evaluations. We use four groups of profiles: employees
(i.e. working for the buyer with negligible responsibilities in the project), consultants
(i.e. people from outside the company helping on the project), managers (i.e. people
with some responsibilities in the project) and top managers (i.e. CEO/direction of the
buying company). The impact of profile on sharing behaviour is less evident, as the dis-
tances between our data points (i.e. our profiles) are smaller than in previous figures. It
is still possible to observe that stakeholder with more responsibilities - managers and top
managers - are more often associated with Always, Very Frequently and Occasionally
PIs. On the contrary, stakeholders with less responsibilities - employees and consultants
- are more often associated with Rarely, Very Rarely and Never PIs.

7 Implications: Hypotheses about Topic Importance

The ETM we presented in this paper is based on the samples we used, and it is hard to
claim much generality to it. In terms of practice, it can be used as a checklist that has
the added benefit of suggesting how likely information on some Topics will be shared
spontaneously by the stakeholders during elicitation interviews.

From the perspective of research, ETM and the data from our samples suggest a
number of hypotheses about information sharing behavior of stakeholders during elici-
tation interviews. We believe that it is worth doing further empirical research into these
hypotheses. We have not yet completed the empirical research to validate these hypothe-
ses. We therefore present them as interesting research issues that may be of interest to
the RE community.

The approach here is exploratory: we observe patterns of answers, and then suggest
hypotheses that could explain these patterns. The hypotheses are always about sharing
behaviour of stakeholders during an interview with a BA, in the scope of an IT project.
They should not be considered outside these particular settings. They are to be read as
potential explanations why stakeholders behave differently toward different Topics.

7.1 Some Overall Hypotheses about Topic Importance

We are interested here in hypotheses that can be formulated regardless of the Set to
which a Topic belongs. Such hypotheses are called overall hypotheses, and are usually
dealing with some general characteristics of Topics. In other words, we expect these
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hypotheses to hold for any new Topic that is added to the ETM, whatever the Topic Sets
to which it may belong. Some overall hypotheses are:

– Information on Topics dealing with information systems (e.g., A3, L1, I3) are spon-
taneously discussed;

– Information on Topics that pertain to information that stakeholders encounter on a
daily basis (e.g., A1, G3, R5) are spontaneously discussed;

– Information on Topics dealing with concrete concepts (e.g., I4, R2, L4) (as opposed
to abstract concepts, e.g., C1, G1, A5) are spontaneously discussed.

These three hypotheses (and their opposites), if validated, could be used by inter-
viewers as guidelines for understanding where to seek information that is not repre-
sented in the ETM. For instance, an BA may be interested in “The strengths/weaknesses
of the firm (SWOT)”, which is not represented in the ETM. Using previous hypothe-
ses, she could estimate the Topic is likely to remain implicit during an interview with
a BA, because it does not refer to any information system, and deals with abstract con-
cepts. Hence, the BA could decide to include questions in her interview that focus on
collecting sufficient information about that supposedly implicit Topic.

7.2 Some Specific Hypotheses about Topic Importance

Some hypotheses can also be suggested, that only apply within a particular Topic Set.
The interest of such specific hypotheses for BAs is basically the same as for overall
hypotheses. The main difference is that their usage are restricted to Topics existing
within the related Topic Set. Some examples of specific hypotheses are listed below. It
is important to note that the latter does not list all the possible hypotheses that can be
suggested from our results: it simply lists some of the most evident ones.

– Rules that are dictated by the business (e.g., R2, R4, R5) are made explicit;
– Activities about how a business runs (e.g., A4, A5) are kept implicit;
– Localizations that suggest some distance (e.g., L2, L5) are kept implicit;
– Items capable of accomplishing some tasks (e.g., I1, I4) are made explicit;
– Connections involving human relationships (e.g., C1, C4) are kept implicit;
– Granularities with coarse grain (e.g., G5, G1, G2) are kept implicit.

8 Related Work

Importance of context (i.e. environment, domain) is hardly new to RE. Contextualism -
which claims that peculiarities of context must be understood before the requirements
can be derived - is often presented as an alternative design philosophy to systems design
[30]. Papers like [31] - in which it is argued that the machine is to be considered within
its environment and cannot be dissociated from it - or [32] - presenting ethnographic
analysis as valuable to RE - are further evidence of the importance of context to RE.

As already discussed in this paper, domain modelling languages also emphasize the
importance of context in RE [16, 18–21]. This importance has also been highlighted
in the NATURE research project, e.g., [33] stresses the importance of a representation
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dimension in RE, which copes with the tools (formal or not) that can be used to express
knowledge about the system, while [34] propose a conceptual model to support the
documentation of domain theories. More recently, authors have emphasized the impor-
tance of relating requirements to context. Some emphasize the importance of context
and empirical validation of RE models as a direction for future research to accelerate
the transfer of research results into RE practice [35]. Others even identify context study
as an important research area on which RE should re-focus [36]. Modelling the domain
requires information to be collected, and hence elicited. This has also been the center of
attention in RE. Efforts have been devoted to the definition of elicitation methods that
provide ways for acquiring contextual information. From Contextual Inquiry [37] to In-
quiry Cycle [38] , context is put at the center of the acquisition effort. Other approaches
indirectly account for the context of use of a system during elicitation. CREWS [39] for
instance suggests that elicitation can be guided by the use of scenarios and use-cases.
SCRAM [40] also positions scenarios as an important tool for RE. Alternatively, several
viewpoints can be adopted to cover different concerns related to a system and therefore
support completeness of elicitation (e.g., [41, 42]).

The question of how stakeholders behave during elicitation when being interviewed
about context has been the center of less attention in RE. Some research has been de-
voted to the risks related to stakeholders’ behaviour during interviews, e.g., personal,
social or cognitive factors, and suggest ways to handle those risks [43]. A framework
for the communication issues during elicitation has even been proposed [44]. None of
these studies handles the distinction between implicit and explicit information. Still, the
existence of implicit information is recognized in RE - through for instance concepts
such as Tacit knowledge [45, 46] or Implicit Requirements [47, 48] - and should be
accounted for during elicitation.

9 Conclusions and Limitations

In this paper, we discussed the importance of distinguishing between the information
stakeholders have that is made explicit during interviews, and the information that they
keep implicit. Such distinction brought us to the question of how to discover the implicit
information that stakeholders may have. As an answer, we introduced the ETM, a list of
RE relevant Topics that are mapped by order of importance. In this paper, importance
is understood from the point of view of stakeholders, and express the likelihood of a
topic to be discussed explicitly. To build the ETM, we used a combination of a qual-
itative study (to identify Topics) and quantitative study (to determine the importance
of Topics). The ETM enabled us to formulate a set of 9 hypotheses about the sharing
behaviour of stakeholders during interviews. Ways for further research are clear: new
Topics should be added to the list, and larger-scale validations/replications of already
proposed Topics are required, so as to make the ETM more representative. Moreover,
hypotheses suggested in this paper, if validated, can make synergies for achieving more
complete interviews, and hence, perhaps, systems that fit their requirements better.

Limitations in our study should be kept in mind when using our results. Threats to
validity exist, e.g., non-response error, small sampling and selection bias, among others
are potential threats to the validity of our study. Also, answers are based on what people
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say that they do rather than on a direct observation. These threats might introduce bias
to our results, but do not hold us back from drawing relevant preliminary results.
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