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Abstract

Representation and reasoning about information sys-
tem (IS) requirements is facilitated with the use of
goal models to describe the desired and undesired IS
behaviors. One difficulty in goal modeling is arriv-
ing at a shared understanding of a goal model in-
stance, mainly due to different backgrounds of the
system stakeholders who participate in modeling, and
the subsequent disparate use of terminology. Lack
of shared understanding, or, in other words, the
presence of multiple interpretations entails no guar-
antee that stakeholders’ expectations expressed in
the model instance will be appropriately understood
during the subsequent steps of system development.
Among the many potential causes of multiple inter-
pretations, this paper focuses on a critical set of such
causes, namely: ambiguity, overgenerality, synonymy,
and vagueness of information represented in instances
of goal modeling primitives. The “Goal Clarification
Method” is suggested to guide the identification of
unclear information and the subsequent clarification
thereof.

1 Introduction

Requirements engineering (RE) is a structured ap-
proach to the assessment of the role that a future
information system (IS) is to have within a rela-
tively well-delimited human and/or automated envi-
ronment. It involves the identification of goals to be
achieved by the IS, their operationalization into im-
plementable IS services and constraints, the identifi-
cation of resources required to perform those services
and the assignment of responsibilities for the result-
ing requirements to agents, such as humans, devices,
and software. A usual starting point in RE is the elic-
itation of goals that the future IS will need to achieve
once developed and deployed (17). Goal modeling can
be defined as the activity of representing and reason-
ing about IS goals using models, in which goals are
related through relationships with other goals and/or
other model elements, such as, e.g., actions that sys-
tem agents are expected to execute, resources that
they can use, or roles that they can occupy. With
a number of currently established RE methods re-
lying on goal models in the early stages of require-
ments analysis (e.g., (4; 6; 7; 8; 19); see, (17) for
overviews), there seems to be a consensus that goal
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models are useful in RE. If few system stakeholders
(including, e.g., requirements engineers, users, and
developers, among other) participate in the modeling
of the future system’s goals, arriving at a shared un-
derstanding of an instance of the goal model (hence-
forth, “goal diagram”) is unlikely to involve signifi-
cant difficulty. As more stakeholders become involved
in the modeling activity, differences in their individ-
ual backgrounds and the subsequent disparate use of
terminology during goal modeling entail difficulty in
arriving at a shared understanding of the goal dia-
gram. Lack of shared understanding, or, in other
words, the presence of multiple interpretations of the
goal diagram, leaves open the possibility for misin-
terpretation thereof during the subsequent steps of
system development. Since this entails no guarantee
that the resulting system will satisfy the initial expec-
tations, stakeholders cannot accept as appropriate a
goal diagram that admits multiple interpretations. In
this paper, such a goal diagram is referred to as an
unclear goal diagram.

One possible approach to resolving problems of
clarity in a goal diagram is to propose techniques
for identifying information that may lead to lack of
clarity in the diagram and subsequently clarify it.
To facilitate the detection and clarification tasks,
this paper proposes the “Goal Clarification Method
(GCM)”. The method focuses on four critical causes
of unclear goal diagrams, namely, ambiguity, over-
generality, synonymy, and vagueness of information
appearing in instances of goal modeling primitives.
These four causes are commonly encountered in prac-
tice, so that addressing them is of apparent im-
portance. By drawing on research in philosophy
(10; 11; 20; 24; 25), linguistics (1; 15; 23), and ar-
tificial intelligence (2; 12), GCM proposes a set of
practical techniques for identifying ambiguous, over-
general, synonymous, and vague information in goal
diagrams, and subsequently clarifying it to facilitate
moving toward a shared understanding of the goal di-
agram among the stakeholders. In this paper, GCM
is applied to the goal model from the Tropos RE
methodology (4), mainly because it uses modeling
concepts common in RE. The problem of clarity of a
goal diagram is first illustrated via an example (§2).
The same example subsequently illustrates the fea-
tures and use GCM (§3). Finally, related work is
discussed (§4).

2 Clarity Problem Illustrated

Integrated health and social care IS are being increas-
ingly considered as a means for providing more ef-
fective health care to older people. In England, the
electronic Single Assessment Process (eSAP) system
(21) is one such effort. Overall, the system aims
at automating care processes, including, e.g., assess-
ment procedures, collection and management of pa-



tient information, management of care plans, and the
scheduling of appointments between the health pro-
fessionals and the patients. Mouratidis and colleagues
have studied security aspects of this system (22). As
the primary aim herein is not to discuss the complex-
ity of this system, but to exemplify GCM, a fragment
of eSAP requirements is considered. As noted above,
one of the goals of eSAP is to facilitate the schedul-
ing of appointments between health care profession-
als and patients. The resulting IS ought to contain a
component dealing with this issue. The goal model
instance for the said component is considered herein.
The meeting scheduling problem is selected for it is
a classical and commonly discussed problem in goal
modeling (e.g., (16; 7; 26)) and is easy to understand.
This ensures that the remainder is readable and that
the main features of the proposed method are salient.

In eSAP, the automated appointment scheduler
should try to select a convenient date and location,
such that most potential participants participate ef-
fectively. Each appointment participant should pro-
vide acceptable and unacceptable appointment dates
based on his/her agenda. The scheduler will suggest a
appointment date that falls in as many sets of accept-
able dates as possible, and is not in unacceptable date
sets. The potential participants will agree on a ap-
pointment date once an acceptable date is suggested
by the scheduler. The appointment can be initiated
by a health care professional or a patient. A goal
diagram for such a system component would be rep-
resented in Tropos as an instance of the i* Strategic
Rationale (SR) model. The i* framework comprises,
in addition to the SR model, the so-called “Strate-
gic Dependency (SD)” model, which features a sub-
set of the modeling primitives of the SR—the lat-
ter is therefore taken as the reference Tropos model
in the remainder. An example SR diagram for the
scheduler, taken as-is from (26), is reprinted in Fig.1.
It shows roles such as Automated Meeting Scheduler
and Meeting Participant, their interdependencies in
the achievement of goals, the execution of tasks, and
the use of resources, and their internal rationale when
participating in the given IS. For example, the Meet-
ing Be Scheduled goal of the Meeting Initiator can
be achieved (represented via a means-ends link) by
scheduling appointments in a certain way, consisting
of (represented via task-decomposition links): obtain-
ing availability dates from participants, finding a suit-
able date (and time) slot, proposing a appointment
date, and obtaining agreement from the participants.
Cloud-shaped elements designate softgoals which dif-
fer from goals in that there are no crisp criteria for
their satisfaction. Softgoals are commonly used to
represent nonfunctional requirements in a goal dia-
gram. Actors are assigned to roles they can play:
health care professionals and patients can both initi-
ate and participate in appointments.

When confronted with the goal diagram in Fig.1,
various stakeholders will ask different questions; for
example: (1) Do the 7 days allowed for scheduling
a date include weekends or not?; (2) Can any date
range be entered in the scheduler?; (3) Is the appoint-
ment participant role the same as participant role?;
(4) How many is a few days before the appointment
date? The first question points to ambiguity of the
task Schedule appointment by appointment date mi-
nus 7 days, as a stakeholder might understand these
as either including or excluding weekends. Overgener-
ality is the problem behind the second question, which
refers to the tasks Enter date range and Enter avail-
able dates—it remains unknown from the given model
whether weekends are included in the referred days or
not. The third question points to problematic use of
terms “appointment participant” and “participant”,
that is, to their potential synonymy. Finally, the last

question indicates vagueness, arising from the grad-
able adjective “few”in the goal Remind of appoint-
ment a few days before. Although a stakeholder may
perceive some information in a goal diagram as un-
clear, to act in order to clarify it, she ought to know
how to detect a lack of clarity and to identify di-
rections for the enhancement of unclear information.
Moreover, as ambiguity differs from vagueness, syn-
onymy differs from each of the latter, and so on, there
can be various distinct techniques for detecting lack
of clarity and subsequent clarification: i.e., clarity is
a multi-faceted construct. In practical terms, in ad-
dition to perceiving a piece of information as unclear,
any clarification method must enable the engineer to
determine along which facets it is unclear, and clarify
accordingly.

An active clarification process is conceptualized as
a successive application of a set of basic clarification
techniques, each being a transformation of informa-
tion considered unclear into that perceived as clear
by the stakeholder(s). The aim of the requirements
engineer is to move on each dimension toward a direc-
tion assumed desirable: e.g., moving from “more” to
“less” ambiguity, from more to less vagueness, etc. In
addition to clarification techniques, clarity checking
techniques are required to detect if some information
is unclear along a particular facet. It follows that a
way of helping modeling stakeholders in an active ap-
proach is to provide a rich catalog of clarity facets, to
define each facet for easier identification, and to sug-
gest clarity checking and clarification techniques to
be applied when a facet is identified. The catalog of
four facets—ambiguity (§3.1), overgenerality (§3.2),
synonymy (§3.3), and vagueness (§3.4)—introduced
herein is incomplete and its extension is encouraged:
it is impossible, knowing the extent of the literature
on linguistic phenomena such as vagueness, to provide
a full account herein. Practicality has therefore been
the focus, with discussion and careful reuse of estab-
lished results in linguistics, philosophy, and artificial
intelligence. The proposed facet classification, along
with the clarity checking and clarification techniques
make no attempt at settling debates on the essence
of concepts such as vagueness or ambiguity. Instead,
the proposal draws on various literatures, taking as
given some of the existing results while introducing
techniques specialized for the problem at hand. The
reader is reminded that this paper focuses only on
ambiguity, overgenerality, synonymy, and vagueness
of information represented in instances of goal mod-
eling primitives. It thus does not address multiple in-
terpretations that might result from, e.g., ambiguous
syntax and/or semantics of a goal model. The avail-
able literature is followed in assuming the value of
the chosen Tropos goal model for RE activities (e.g.,
(4; 9; 26)).

3 Goal Clarification Method

GCM integrates two components. The first is a clar-
ification process, which organizes the identification
of unclear information and subsequent clarification
tasks. The second component is a set of detection
and clarification techniques (see, §3.1–§3.4) employed
within the clarification process. When construct-
ing both the clarification process and the detection
and clarification techniques, the aim was to remain
lightweight and unintrusive with regards to the goal
modeling framework. In this respect, GCM comple-
ments available RE methodologies without requiring
any adaptation of the goal models these methodolo-
gies use. The clarification process involves the detec-
tion of unclear information in the goal diagram, the
labeling of the unclear information, its clarification
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Figure 1: An i* Strategic Rationale diagram for the appointment scheduling problem in eSAP.

through in the thesaurus, and finally the change of the
information in the goal diagram to avoid the identi-
fied clarity problem. The thesaurus complements the
goal diagram. It is updated at each detection of un-
clear information. The unclear word or expression is
carried over to the thesaurus, and information is pro-
vided therein to explain how the given information
is clarified. The clarification decisions listed in the
thesaurus are enforced throughout the system devel-
opment project.

Technique 1. GCM clarification process proceeds in
the following steps:

1. Choose a word or expression appearing in an in-
stance of a modeling primitive (e.g., a particular
goal, task, actor, or other) in the goal diagram
and test it for lack of clarity along the four clarity
facets. It is usually not necessary to apply detec-
tion techniques for all four facets—choice of the
relevant facets for which to proceed to detection
is not arbitrary, but guided by stakeholders’ or
engineer’s questions about what a word or ex-
pression is intended to mean.

2. If the given word or expression proves unclear
along one or more clarity facet (see, §3.1–3.4),
label all the instance of the modeling primitives
in which the unclear word or expression appears
with C.Xn. X is either A (for ambiguity), G
(for overgenerality), S (for synonymy), or V (for
vagueness); n is a number used as a unique iden-
tifier for the given clarity issue.

3. In each of the labeled elements in the previous
step, place brackets around the unclear word or
expression, and label it accordingly (below, as-

sume that the fragment of interest in an expres-
sion of the form: “... word(s) ...”):

(a) If ambiguous, then “... C.An[word(s)]C.An ...”.
(b) If overgeneral, then “... C.Gn[word(s)]C.Gn ...”.
(c) If synonymous, then “... C.Sn[word(s)]C.Sn ...”

with the same label (i.e., C.Sn) applied to all
words synonymous with “word(s)” within
the diagram.

(d) If vague, then “... C.Vn[word(s)]C.Vn ...”.

4. Carry the word(s) in brackets to the thesaurus,
and clarify using a clarification technique for the
corresponding clarity facet.

5. Enforce the result of clarification over the goal
diagram and other artifacts (e.g., diagrams built
in the steps following goal modeling) so that the
agreed meaning is maintained across the devel-
opment project. The goal diagram element is
relabeled: the brackets produced in Step 3 above
in the relevant modeling primitive instances are
eliminated and the label produced in Step 2 is
maintained to relate (for traceability reasons) the
content of the thesaurus produced in Step 4 with
the relevant modeling primitive instance.

The above steps are repeated for any unclear infor-
mation detected in the goal diagram. Consequently,
a goal modeling primitive can carry more than one la-
bel (if the information it contains, e.g., an ambiguous
expression which itself contains synonyms). In prac-
tice, Technique 1 is selectively applied when a partici-
pant in modeling consider a word or expression in the
goal diagram can have multiple interpretations. Since
it remains unrealistic to aim perfectly shared under-
standing, the amount of clarification to perform will



be determined by the time and resource constraints
placed on the modeling activity.

Example 1. To illustrate the labeling technique and
the use of the thesaurus, consider the goal Remind of
appointment a few days before from the goal diagram
in Fig.1. Assume that a stakeholder identified the
expression “a few days before” in this goal as vague.
The result of the steps 1–3 of Technique 1 is shown on
the left-hand side of Fig.2: the goal is labeled accord-
ing to the indications given in Steps 2 and 3. Assume
then that clarification resulted in avoiding vagueness
by replacing the given expression with an indication of
the number of days (selected by the appointment ini-
tiator) for reminding of the appointment in advance.
Step 4 in Technique 1 resulted in adding the following
fragment to the thesaurus:

(Vagueness, C.V7)
A few days before (the appointment date): The appointment
initiator should have a choice of automatically informing
the participants 1, 2, ..., 7 days before the appointment date.

Step 5 of the clarification process consists of replacing
the unclear with the clear interpretation in all model-
ing primitive instances in the goal diagram, in which
the relevant unclear information appears.

3.1 Ambiguity

Ambiguity is multiplicity of meaning of an expression,
regardless of whether it originates from polysemy (23)
of individual words or from multiplicity of structural
analyses (10). Polysemy occurs when a word, taken
out of context, admits multiple meanings (23)—e.g.,
“run” as a verb has 29 distinct meanings and 125
sub-meanings according to the Webster’s dictionary.
Context of use tends to resolve problems of polysemy
in communication (23), in that a word which is taken
with other words in an expression loses most of its
alternative senses. It is, however, not necessary to
have a polysemous word in an expression for it to be
ambiguous, as the expression “in hospitals, the police
cannot shoot suspects with guns” illustrates. In this
latter case, it is not polysemy that generates ambi-
guity, but the fact that the proposition admits dif-
ferent structural analyses (10)—each structural anal-
ysis leads roughly to one alternative reading of this
proposition. The reader should note that matter is
more elaborate than the above indicates: for instance,
negation with “not” in English is often ambiguous for
it leaves open whether it is the truth or the asserta-
bility of a proposition that is negated.

It is therefore difficult to propose a unique and
general clarity check for ambiguity. For example, it is
useful to check if there is a state of affairs in which the
ambiguous expression can both be affirmed and de-
nied. In a state in which “armed police cannot shoot
unarmed suspects on hospital grounds” and “armed
police can shoot armed suspects on hospital grounds”
both hold, the expression “in airports, the police can-
not shoot suspects with guns” can both be affirmed
true and false: in the last expression, the reader can-
not know who carries guns (and is thus armed)—the
police or the suspects, or both. A true reading of the
given expression is, e.g., “in airports, the armed police
cannot shoot unarmed suspects”, while a false one is
“in airports, the police cannot shoot armed suspects”.
Tautologies and contradictions cannot, however, be
addressed by the given clarity check. Moreover, this
check does not point to the source of ambiguity—
finding it requires additional knowledge about the
language being used, and thus varies across languages
(e.g., (10)). Although imperfect, structural analysis
and word polisemy can be first used to detect poten-
tial for ambiguity. Once detected, the above clarity

check is applied to verify if there is a state in which
some alternative readings can be affirmed or denied.

Definition 1. An expression e is ambiguous if there
are at least two of its alternative readings ej and ek
such that one can be affirmed and the other denied
within the domain knowledge (denoted A, and as-
sumed to contain anything the stakeholders can sug-
gest during modeling) in which the expression is em-
ployed: ambiguous(e) 6|= ⊥ iff:

1. There is a non-empty set E which contains alter-
native readings of e.

2. There are two readings ej and ek in E such that
one gives rise to inconsistency given A, while the
other does not: ∃ej , ek ∈ E s.t. (A, ei) |= ⊥ and
(A, ej) 6|= ⊥.

Technique 2. (Brute force ambiguity check) Identify
as many alternative readings as feasible, and search
for information relevant to the given domain knowl-
edge which when combined with the readings is con-
sistent with some but inconsistent with other. While
it may seem cumbersome, this form of clarity check-
ing is often feasible, for many alternative readings can
be intuitively eliminated, whereas the remaining few
can be subjected to scrutiny to relevant stakeholders
through informal discussion.

Technique 3. (Ambiguity resolution in the the-
saurus) The ambiguous element is labeled and in-
troduced in the thesaurus with a list of alternative
readings elicited by the engineer. Resolving ambi-
guity amounts to choosing one of the available read-
ings and enforcing it throughout other fragments of
the requirements specification through a thesaurus D,
where the the ambiguous word is carried over and ac-
companied with its chosen reading.

Example 2. Consider the the task Schedule appoint-
ment by appointment date minus C.Aj[7 C.Ai[days]C.Ai]C.Aj

in Fig.1. One problem here ( C.Ai) is that speaking of
duration in terms of days engenders ambiguity by pol-
ysemy, as different and contradictory interpretations
are available for “day”—namely, 24h or working day.
Because this seems to be a case of ambiguity from
polysemy, the Techn.2 above applies. Furthermore, 7
days can be interpreted to include only working days,
or to include also weekends ( C.Aj). The identified al-
ternative readings are written down in the thesaurus:

(Ambiguity, C.Ai)
day: 1. A day is to be understood as 24h; •
2. A day is to be understood as a working day, from 8am to 6pm;

(Ambiguity, C.Aj)
7 days: 1. 7 days includes a weekend;

2. 7 days are counted by excluding sunday; •

The ambiguous words and expressions are labeled ac-
cording to Technique 1. For each ambiguous element,
alternative readings are given in the thesaurus, and
the chosen reading is decorated with •. Choosing
randomly one of the interpretations is inappropriate,
for the probable impact an inadequate choice would
have—e.g., scheduling problems in a hospital. Choice
is made by the stakeholder clarifying the information.

Technique 4. (Structural analysis ambiguity check)
In English, knowing that a “noun phrase can have
complementary propositional phrases” and a “verb
phrase can contain just a verb and propositional
phrase” (10) allows showing that “in airports, the
police cannot shoot suspects with guns” admits two
structural analyses: 1) in airports, the police [[cannot
shoot]verb [suspects [with guns]prop. phrase ]noun phrase

]verb phrase; and 2) in airports, the police [cannot shoot
[suspects [with guns]prop. phrase]noun phrase]verb phrase.
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Example 3. Assume that electronic agendas are avail-
able and that they can communicate with the au-
tomated appointment scheduler. Assume further
that there is a goal “C.Ak[Provide their availability
information]C.Ak” assigned to the electronic agenda
software. This expression is ambiguous as the fol-
lowing two readings can be identified using structural
analysis:

(Ambiguity, C.Ak)
Provide their availability information
1. Users’ agendas provide the availability of the users; •
2. Agendas that belong to the users provide information on whether

they (the agendas) are available for fulfilling a request;

3.2 Overgenerality

Because of the present space constraints, the inter-
ested reader is referred to the extended version of this
paper at http://www.jureta.net/papers/ER07b.pdf.

3.3 Synonymy

Synonymy highlights the use of syntactically different
terms, which are given the same semantics.

Definition 2. Words w1 and w2 are synonymous
within A if they are can be used interchangeably in
A: synonymous(w1, w2) holds iff:

1. Both words appear in A: w1, w2 ∈ A;

2. w1 appears in expression F1(w1) and w2 ap-
pears in expression F2(w2), and interchanging
the two words within the expressions maintains
the meaning of the new expressions equivalent
with original ones. That is, F1(w1)/w2 has the
same meaning as F1(w1), and F2(w2)/w1 has the
same meaning as F2(w2).

Technique 5. (Interchangeability check) Intuitively,
words used in similar expressions are candidates for
synonymy. Clarity checking for synonymy proceeds
by replacing a word in an expression with another
word within one or more expressions in which the first
appears. If F (a) and G(b) are two expressions appear-
ing in domain knowledge, and the requirements engi-
neer believes that both expressions refer to the same
properties or behaviors of the IS, then if the engi-
neer understands F (a)/b (i.e., the expression F (a) in
which each occurrence of the word a is replaced with
the word b) in the same way as F (a), and G(b)/a in
the same way as G(b), then a and b are synonymous
for the given expressions.

Example 4. One potential synonymy in Fig.1
is for “C.Si[appointment participant]C.Si” and
“C.Si[participant]C.Si”. Applying Technique 5 on
expressions obtained by reading the goal diagram
(e.g., “Obtain available dates from participants”)
results in identifying the synonymy and resolving it
with the following:

(Synonymy, C.Si)
Meeting participant = participant: A participant
is any the person who has confirmed attendance and attends
the appointment, except the appointment initiator.

3.4 Vagueness

The locus of vagueness in many vague expressions,
just as in “quick scheduling” in Fig.1, is the pres-
ence of a predicate headed by a gradable adjective,
(above: “quick”). Such predicate designates a prop-
erty of having a degree of speed that is at least as
great as some standard of comparison of speed, that
itself is not part of the meaning of “effective” but is
determined by the context in which the said adjective
is used. From there on, truth assignment can change
as the standard changes (and as context changes).
This matter is, however, more intricate, as setting a
standard of comparison seems to eliminate border-
line cases altogether (and subsequently the Sorites
paradox). While attractive, this seems removed from
reality: assuming e.g., that 1 day is a mean speed
of scheduling (and, say, the standard for compari-
son), then some stakeholders may still refuse to accept
that the given speed of 1 day is quick, for they have
witnessed situations in which speed was significantly
lower (i.e., the variance in the sample from which the
mean was computed can be considered high). A solu-
tion to this is suggested in (11), where for a borderline
case to be described truthfully with the given vague
predicate, it is necessary for it not to exceed the stan-
dard without exceeding it by a significant amount—
in practice, two very similar cases along the scale of
measurement associated to the vague predicate will be
taken same (i.e., will carry the same truth valuation)
if the cost of discriminating between them outweighs
the benefits of doing so. They will count as the same
for the given purposes (11). Unfortunately, it seems
that how much significant it is, is itself vague—the
only realistic solution then remains seeking stakehold-
ers’ agreement on the standard and its enforcement
throughout a chosen context. These established po-
sitions on gradable adjectives (e.g., (15; 11)) already
provide relevant practical indications.
Definition 3. Adjective e is gradable and assumed
giving rise to vagueness within the expression in
which it appears, if the following conditions are met:

1. The adjective maps its arguments onto abstract
representations of measurement, or degrees.

2. The set of degrees totally ordered with respect to
some dimension (e.g., cost, size, etc.) constitute
a scale.

3. The adjective itself does not entail a standard for
comparison, so that such a standard varies with
context.

4. Presence of borderline cases: It should be possi-
ble to identify borderline cases of application of
the given adjective.

5. The truth of the expression in which the adjec-
tive appears should vary with the change of stan-
dard which is accepted to distinguish when the
adjective applies from when it does not.

6. The predicate generated by the adjective can be
used in lines of reasoning that follow the one
taken in the Sorites paradox (see above).

Technique 6. (Vagueness check) Use the items in
Def.3 as a checklist to identify gradable adjectives
that may give rise to vagueness in a given expression.



Technique 7. (Resolving vagueness from gradable
adjectives) For gradable adjectives that generate
vagueness, the desired solution is to specify the stan-
dard of comparison, and to treat borderline cases in-
dividually.

Example 5. Applying the Technique 6 to the goal Re-
mind of appointment a few days before in Fig.1 indi-
cates that “few” is an adjective to which all of the
conditions enumerated in Def.3 apply. Consequently,
“few” generates vagueness in the given goal. Solution
is obtained by applying Technique 7, and is shown in
Example 2: a standard of comparison has been es-
tablished by defining the precise meaning of “few” in
terms of particular values it can take.

4 Related Work

Chantree and colleagues (5) focus on ambiguities
arising from the presence of coordination conjunc-
tions and, or, and and/or in natural language re-
quirements. Text appearing in instances of model-
ing primitives in goal models normally does not con-
tain coordination conjunctions since these are avoided
with goal modeling constructs such as AND/OR re-
finement or decomposition (see, e.g., (7; 26; 4)).
Their technique can be combined with GCM: while
GCM focuses on goal diagram content, their approach
can be applied before goal modeling, on informa-
tion represented in textual documentation from which
the engineer is expected to derive goal diagram ele-
ments. Kamsties and colleagues (14) focus on ambi-
guity natural requirements and suggest techniques for
detecting ambiguity without discussing clarification.
Also, their approach does not consider ambiguity de-
tectable by structural analysis. For instance, Berry
and Kamsties (3) concentrate on ambiguity that may
arise from the use of plural in natural language re-
quirements. Fuzzy logic has been suggested for deal-
ing with vague requirements (e.g., (18) among other—
a more elaborate discussion is given in (13)).

Compared to related efforts, GCM focuses on lack
of clarity in goal models, proposes an integrated ap-
proach to four causes of unclear goal diagrams, and
gives general techniques both for identifying and re-
solving these. GCM can be combined with the cited
proposals in that some of these fit into GCM as ad-
ditional more specific techniques (e.g., Chantree and
colleagues’ heuristics for detecting ambiguity from co-
ordination conjunctions (5) is a particular case of
ambiguity—see, §3.1; same applies for Berry and
Kamsties’ treatment of ambiguity from plural) ap-
plicable not directly on goal diagrams, but on infor-
mation used to build goal diagrams.
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